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Predictive Policing and the Implications of AI Across Global Frameworks
Jacqueline Hahn[footnoteRef:2]† [2: 	† 		 J.D. Candidate, Class of 2026. University of Pennsylvania, Class of 2026.] 

Predictive policing algorithms, which use artificial intelligence (AI) to forecast potential criminal activity and allocate resources, are transforming law enforcement across the globe.  This Note examines the ethical, legal, and social implications of implementing predictive policing technologies across various countries—including the United States, China, India, and the European Union (EU).  While AI offers benefits such as improved efficiency and crime prevention, its use raises significant concerns about discrimination, bias, and privacy violations. Countries face balancing public safety with their respective philosophies regarding individual rights. The EU is currently the leader in AI regulation, with legal frameworks such as the General Data Protection Regulation (GDPR) and the AI Act.  At the same time, nations like China prioritize security, often at the expense of privacy. This analysis underscores the importance of certain philosophies, such as transparent, accountable, and equitable values, in integrating AI technologies into law enforcement practices.
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[bookmark: _Toc190939241]Introduction
[bookmark: _Ref191907519]Tactics to address and combat crime have developed significantly over the years. In the past, crime prevention strategies have focused on “reactionary tactics,” an approach that focuses on the most effective way to respond to crimes when they occur.[footnoteRef:3] As technology has evolved, policing frameworks have shifted from reactionary strategies to proactive ones that focus on preventing criminal activity before it happens.[footnoteRef:4] Predictive policing is one such tactic. Law enforcement agencies use technology, data, and analysis to forecast both places in which crimes are likely to occur and individuals who are likely to perpetrate crimes.[footnoteRef:5] [3: 	.	 Ishmael Mugari & Emeka E. Obioha, Predictive Policing and Crime Control in The United States of America and Europe: Trends in a Decade of Research and the Future of Predictive Policing, 10 SOC. SCI. 234, 1 (2021). ]  [4: 	.	 Id.]  [5: 	.	 Jens Halterlein, Epistemologies of Predictive Policing: Mathematical Social Science, Social Physics and Machine Learning, 8 BIG DATA & SOC’Y, 1 (2021),] 

[bookmark: _Ref191907204]Artificial intelligence (AI) has become an integral part of life in both the personal and professional worlds. Relevant for our purposes, AI is transforming law enforcement practices in various parts of the world, and countries have begun using AI tools such as predictive policing algorithms, biometric surveillance, and facial recognition.[footnoteRef:6] Specifically, law enforcement agencies integrate AI systems to identify certain crime hotspots to aid in more efficient allocation of police resources.[footnoteRef:7] Integrating these technologies into law enforcement initially promised increases in safety and resource efficiency. However, concerns have been raised over AI’s potential to exacerbate discrimination.[footnoteRef:8] Further, many countries now use AI as a policing tool, but the design and implementation demonstrate differences in what each country prioritizes in their law enforcement techniques.[footnoteRef:9] Even though the AI boom may be a current phenomenon, AI technologies, such as machine learning, big data analysis, and natural language processes, have been used in predictive policing for decades.[footnoteRef:10] [6: 	.	 WALTER L. PERRY ET AL., PREDICTIVE POLICING: THE ROLE OF CRIME FORECASTING IN LAW ENFORCEMENT OPERATIONS xiii (2013).]  [7: 	.	 Id at 4.]  [8: 	.	 Id at 5-6.]  [9: 	.	 Id.]  [10: 	.	 Id.] 

The use of AI technologies in law enforcement comes with risks. In the United States, scholars have criticized predictive policing tools for their racial biases, arguing that the use of AI has increased the racial inequalities that permeate American society.[footnoteRef:11] Other technologies, such as facial recognition technologies, which use biological markers to verify the identity of someone using their physical or behavioral characteristics, have given rise to similar concerns regarding their impact on individual rights. While these technologies are presently relevant, this Note will focus on location-based policing tools.[footnoteRef:12] [11: 	.	 SARAH BRAYNE, PREDICT AND SURVEIL: DATA, DISCRETION, AND THE FUTURE OF POLICING 1 (2021).]  [12: 	.	 Jennifer Lynch, Face Off: Law Enforcement Use of Facial Recognition Technology, ELEC. FRONTIER FOUND. (2018) https://www.eff.org/wp/face-law-enforcement-use-facial-recognition-technology [https://perma.cc/5SJL-P8WX]. ] 

The Note begins by illustrating the development of predictive policing algorithms—outlining their scope and challenges. The Note then examines the use of predictive policing in the United States, China, India, and the European Union (EU), with Germany as a case study. The selection of these regions is based on their active uses of AI in predictive policing, and the development, or lack thereof, of policies surrounding AI. Each nation reflects unique philosophies regarding the use of AI: the U.S. emphasizes proactive crime reduction while grappling with racial biases; China adopts pervasive surveillance tactics, often neglecting privacy; India confronts population-driven resource allocation needs; and lastly, the EU champions robust regulatory frameworks to safeguard citizens’ rights. By comparing these philosophies, this Note highlights the complexities of integrating AI into law enforcement and assesses how the EU’s existing frameworks may be used as a model in the future for other countries. The Note concludes by discussing the implications of predictive policing algorithms and suggestions for law enforcement to take in using AI as a policing tool. The global adoption of predictive policing algorithms illustrates the challenges and opportunities of balancing public safety with ethical principles and legal safeguards. Countries must navigate these competing priorities to achieve equitable and effective implementation that aligns with their respective cultural values.
[bookmark: _Toc190939242]I.	Predictive Policing Algorithms: Definition and Scope
The definition of predictive policing illustrates how the incorporation of AI will be central to its future development and use. Perry et al. provide a definition of predictive policing that captures this sentiment: 

“Predictive policing is the application of analytical techniques—particularly quantitative techniques—to identify likely targets for police intervention and prevent crime or solve past crimes by making statistical predictions.”[footnoteRef:13] [13: 	.	 Perry, supra note 4.] 


 From this definition, it is easy to see how countries that are capable of compiling and analyzing data are riper to implement predictive policing tactics. Meijer and Wessels provide a similar definition, arguing that:

“Predictive policing is the collection and analysis of data about previous crimes for identification and statistical prediction of individuals or geospatial areas with an increased probability of criminal activity to help to develop policing intervention and prevention strategies and tactics.”[footnoteRef:14]   [14: 	.	 Albert Meijer & Martijn Wessels, Predictive Policing: Review of Benefits and Drawbacks, 42 INT’L J. PUB. ADMIN. 1031, 1033 (2019).] 


These definitions highlight how technology leads to modern predictive policing tactics, by which AI emerges as the leading tool.
[bookmark: _Ref191907488]To understand the role of AI as a policing tool, it is necessary to establish its general definition and scope. The implementation of AI into everyday tasks is a relatively recent phenomenon that has recently surged with systems such as open.ai and Meta.[footnoteRef:15] However, ideas surrounding artificial intelligence can be traced to the twentieth century, when Alan Turing posited the Turing Test. He theorized that a machine would be capable of intelligence if it could execute the same mental behavior as a human.[footnoteRef:16] AI technologies are becoming central to all digital systems that aim to recognize people by their physical characteristics.[footnoteRef:17] Although there is some margin of error, these systems help predictive policing systems because they are capable of recognizing people by the way they look, walk, and speak.[footnoteRef:18] Law enforcement agencies use AI for a variety of functions such as administrative tasks, personal matters, forensics, facial recognition, and surveillance.[footnoteRef:19] Predictive policing uses AI to compile the data that is used to assess when and where crimes will occur.[footnoteRef:20] These systems use time and space as metrics to allocate police resources to prevent crime and apprehend criminals.[footnoteRef:21] The main objective of these technologies is to ‘do more with less’ by imputing law enforcement agencies’ crime evaluations into a technology system.[footnoteRef:22] These predictive policing methods display the time and space records on maps which, over time, illustrates concentrated areas of crime.[footnoteRef:23] The result is a two-fold ‘forecast’ of where crimes are likely to occur and who is likely to commit them.[footnoteRef:24] Although law enforcement agencies around the world continue to adopt these technologies, implementation is still in the early stages, and negative impacts are difficult to evaluate.[footnoteRef:25] [15: 	.	 Roumeliotis, K.I.; Tselikas, N.D. ChatGPT and Open-AI Models: A Preliminary Review. 15 FUTURE INTERNET 192 (2023).]  [16: 	.	 Alan Turing, Computing Machinery and Intelligence, 59 MIND 433, 449 (1950).]  [17: 	.	 PREDICTIVE POLICING AND ARTIFICIAL INTELLIGENCE 24 (John L.M. McDaniel & Ken Pease eds., 2021).]  [18: 	.	 Id.]  [19: 	.	 Richard A. Berk, Artificial Intelligence, Predictive Policing, and Risk Assessment for Law Enforcement, 4 ANN. REV. CRIMINOLOGY 209, 215 (2021).]  [20: 	.	 Id. ]  [21: 	.	 Id. at 216.]  [22: 	.	 Aaron Shapiro, Reform Predictive Policing, 541 NATURE 458 (2017).]  [23: 	.	 Id. ]  [24: 	.	 Id.]  [25: 	.	 Id.] 

Hot Spot Analysis is a practice within predictive policing that uses AI as a tool in its crime mapping.[footnoteRef:26] This type of offender-based modeling generates risk profiles of individuals in the criminal justice system based on generic factors like age, criminal record, employment history, and any social or religious affiliations.[footnoteRef:27] Law enforcement agencies—such as police, judges, or parole officers—use these profiles to determine whether the individual should be put under surveillance or referred to another agency (i.e., social services).[footnoteRef:28] Additionally, predictive policing systems also use geospatial modeling to create the same type of risk profile for locations.[footnoteRef:29] Jurisdictions are divided into grid cells and the predictive policing algorithm uses data to predict crime rates and provide law enforcement with suggestions of when and where certain locations should have patrolling officers.[footnoteRef:30] [26: 	.	 Id. at 458.]  [27: 	.	 Id.]  [28: 	.	 Id.]  [29: 	.	 Id. ]  [30: 	.	 Id.] 

The scope of the use of AI in predictive policing is to analyze past crime data to provide predictions of locations and individuals that are prone to increased criminal activity.[footnoteRef:31] Perry et al. divide predictive policing techniques into four categories to illustrate this scope of AI use: classical statistical techniques, simple methods, complex applications, and tailored methods.[footnoteRef:32] Using this framework, the use of AI falls into two categories. First, it falls under classical techniques that involve statistical processes such as most forms of data regression, data mining, and temporal analyses; and second, it falls under complex applications, which include innovative methods required to consider large amounts of data.[footnoteRef:33] AI falls into these two categories because of its ability to sort and group large amounts of data. However, there still exist areas of predictive policing, such as simple methods, that do not require large amounts of data.[footnoteRef:34] These categorizations demonstrate that AI is central to the expansion of predictive policing models but will not completely transform the practice for individuals in law enforcement. [31: 	.	 Mugari & Obioha, supra note 1 at 4.]  [32: 	.	 PERRY, supra note 4.]  [33: 	.	 Id.]  [34: 	.	 Id.] 

[bookmark: _Toc190939243]II.	Ethical Concerns and Legal Frameworks Surrounding AI
Due to the fast-paced development of the use of AI in predictive policing models, there are concerns that predictive policing may have discriminatory potential that stems from three subdivisions of predictive policing. First, area-based policing targets the time and place in predicting crimes.[footnoteRef:35] Second, person-based policing focuses on individual names and faces.[footnoteRef:36] Third, event-based policing targets the type of activity, such as terrorism or community crimes.[footnoteRef:37] This Note focuses on the first two types and how AI may inflate pre-existing historical biases surrounding crime, leading to an increase in discrimination outcomes for marginalized communities.[footnoteRef:38] This concern derives from the fact that not many people understand how these systems are created and used, and, further, that the AI system does not rationalize its decisions in the way a human would, resulting in the erosion of public trust in AI due to the lack of knowledge of the extent of bias and error that these prediction models produce.[footnoteRef:39] For example, Berk posits that the COMPAS Algorithm, used by judges to inform criminal justice decisions such as sentencing, has been shown to disproportionately classify defendants based on race.[footnoteRef:40]  Current issues also focus on the opacity of the AI-decision making process, which is further compounded when addressing issues of algorithmic bias or error.[footnoteRef:41] Acknowledgment of these concerns is crucial to ensure responsible and ethical implementation of AI when the laws cannot adequately govern (it). [35: 	.	 Tzu-Wei Hung & Chung-Ping Yen, On the Person-Based Predictive Policing of AI, 23 ETHICS & INFO. TECH. 165 (2021).]  [36: 	.	 Id.]  [37: 	.	 Id.]  [38: 	.	 Zuwanda Z. S. et al., Ethical and Legal Analysis of Artificial Intelligence Systems in Law Enforcement with a Study of Potential Human Rights Violations in Indonesia, 2 EASTA J. L. & HUM. RTS. 176, 178 (2024).]  [39: 	.	 Id.]  [40: 	.	 Berk, supra note 17, at 210.]  [41: 	.	 Zuwanda Z. S. et al, supra note 36.] 

Some ethical guidelines do exist to address AI-based policing. Globally, the Institute of Electrical and Electronic Engineers (IEE) created the Ethically Aligned Design AI to promulgate moral principles for the use of AI for its 420,000 members in more than 160 countries.[footnoteRef:42] The initiative also suggests legal frameworks for accountability, including that AI systems be subject to applicable regimes of property law, and that the government and industry stakeholders should identify  [42: 	.	 IEE GLOB. INITIATIVE ON ETHICS OF AUTONOMOUS & INTELLIGENT SYS., ETHICALLY ALIGNED DESIGNED: A VISION FOR PRIORITIZING HUMAN WELL-BEING WITH AUTONOMOUS AND INTELLIGENT SYSTEMS (1st ed. 2019).] 


“The types of decisions and operations that should never be delegated to such systems and adopt rules and standards that ensure effective human control over those decisions and how to allocate legal responsibility for harm caused by them.”[footnoteRef:43] [43: 	.	 Id. at 10.] 


 Within the United States, the Aslimonar AI Principles were developed at the Beneficial AI conference in 2017 and constitute one of the earliest and most influential sets of principles regarding its use.[footnoteRef:44] Although the principles are ethical guidelines, they are signed by some of the most influential science and technology figures in the world, such as Stephen Hawking, Elon Musk, and Sam Altman (co-founder of OpenAI).[footnoteRef:45] [44: 	.	 FUTURE OF LIFE INST., ASILOMAR AI PRINCIPLES (2017).]  [45: 	.	 Id.] 

The legal frameworks surrounding the use of AI in predictive policing in Europe are also not well developed. The General Data Protection Regulation (GDPR) imposes requirements on the processing of personal data but does not directly address predictive policing measures.[footnoteRef:46] However, ethical guidelines for “Trustworthy AI” have been proposed by the High-Level Expert Group on AI. [footnoteRef:47] The United Nations (UN) currently does not have a governing body for AI.[footnoteRef:48] Still, the UN has appointed an AI Advisory Body, which is composed of 39 AI leaders from 33 countries, who has recently set forth “Governing AI for Humanity—Final Report.”[footnoteRef:49] This report underscores the global severity of AI risks, as well as recommendations for leaders to regulate the use of AI.[footnoteRef:50] [46: 	.	 Council Regulation 2016/679 of Apr. 27, 2016, On the Protection of Natural Persons with Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data Protection Regulation), 2016 J.O. (L 119) (hereinafter “General Data Protection Regulation”). ]  [47: 	.	 Hung & Yen, supra note 33 at 178.]  [48: 	.	 Id.]  [49: 	.	 UNITED NATIONS HIGH-LEVEL ADVISORY BODY ON ARTIFICIAL INTELLIGENCE, GOVERNING AI FOR HUMANITY: FINAL REPORT (Sept. 2024), available at: https://www.un.org/en/ai-advisory-body/about [https://perma.cc/JW3T-X3JB].]  [50: 	.	 Id. ] 

Nonetheless, the EU’s General Data Protection Regulation (GDPR) imposes stringent requirements on the processing of personal data, including biometric information, by law enforcement agencies.[footnoteRef:51] The GDPR defines biometric data as personal data obtained through special technical processing related to physical or behavioral characteristics that uniquely identify an individual.[footnoteRef:52] However, there are disagreements regarding whether there is a legal or technical difference in biometric data.[footnoteRef:53] [51: 	.	 General Data Protection Regulation, supra note 44. ]  [52: 	.	 Id.]  [53: 	.	 Zuwanda Z. S. et al, supra note 36, at 178.] 

[bookmark: _Toc190939244]III.	Global Use of Predictive Policing Algorithms
[bookmark: _Toc190939245]A.	United States
The United States is known for its extensive use of AI in predictive policing throughout various cities. The use of artificial intelligence as a tool for predictive policing began as early as 2011 when researchers from three universities worked with the Santa Cruz Police Department to develop PredPol as a predictive policing technology that analyzes historical crime data to anticipate potential criminal activity in certain areas with the aim of deploying resources proactively.[footnoteRef:54] This technology can identify places that would be susceptible to high criminal activity in a given time frame.[footnoteRef:55] The program relies on three key variables: type of crime, data and time, and place.[footnoteRef:56] [54: 	.	 Kristian Lum & William Isaac, To Predict and Serve?, 13 SIGNIFICANCE 14, 16 (2016).]  [55: 	.	 Perry, supra note 4.]  [56: 	.	 Shapiro, supra note 20, at 459.] 

The use of AI as a tool to analyze historical data in predictive policing has been successful in other cities across the US.[footnoteRef:57] The Los Angeles Police Department (LAPD) created a program called Los Angeles Strategic Extraction and Restoration (LASER), which uses historical crime data and predictive algorithms to identify hotspots.[footnoteRef:58] LASER not only provides signals for “high-risk” neighborhoods but also allows police to input real-time data, creating maps that police can then use to intervene in crimes before they occur.[footnoteRef:59] This program has allowed the LAPD to engage in proactive policing, leading to a 25% reduction in crime in the identified hotspots following its implementation period in 2016.[footnoteRef:60] Similarly, the police department of Kent, Washington saw a 13% reduction in crimes in the year that they integrated PredPol into their predictive policing tactics.[footnoteRef:61] PredPol allowed the Kent Police to focus on the hotspot areas identified by the algorithm, which improved their deterrence tactics and response times.[footnoteRef:62] [57: 	.	 Ibrahim Raji & Damilola Bartholomew Sholademi, Predictive Policing: The Role of AI in Crime Prevention, 13 INT’L J. COMPUTER APPLICATIONS TECH. & RES. 66, 68 (2024).]  [58: 	.	 Id.]  [59: 	.	 Id.]  [60: 	.	 Id.]  [61: 	.	 Id.]  [62: 	.	 Id.] 

The implementation of predictive policing in Richmond, Virginia is unique because it highlights how the United States’ use of AI in predictive policing aims to not only reduce crime rates but also promote community safety.[footnoteRef:63] The Richmond police integrated predictive policing algorithms to specifically address gun violence and utilized systems for a person-based approach, identifying certain individuals that were categorized as “high risk of involvement in violent crime,” both as perpetrators and individuals.[footnoteRef:64] Since its implementation in 2020, the Richmond Police Department has reported a 40% reduction in gun violence over two years as a result of its use of the algorithm.[footnoteRef:65] This case, along with PredPol and LASER, may be but a small sample size among the many predictive policing algorithms that exist throughout the United States. However, these cases illustrate that predictive policing algorithms have produced lower crime rates when implemented effectively.[footnoteRef:66] [63: 	.	 Id.]  [64: 	.	 Id. See also Hung & Yen, supra note 33.]  [65: 	.	 Id.]  [66: 	.	 Id.] 

[bookmark: _Ref191907460]The main concern in the United States regarding predictive policing algorithms is its use of historical data and a belief that it results in the over-policing of certain communities.[footnoteRef:67] Studies show that using a computer to allocate policing responsibilities shifts decision-makers from the individual to a machine that is not scientific, evidence-based, and race-neutral.[footnoteRef:68] For example, the Chicago Police Department’s predictive policing program came under fire for racial bias. Its algorithm assigned scores to individuals of their chances of being involved in gun violence based on factors regarding their “associations.”[footnoteRef:69] Those who criticized this algorithm found that it disproportionately targeted Black and Latin communities, adding to the existing racial prejudices that exist in policing around the country.[footnoteRef:70] Ferguson argues that algorithms in the United States have provided useful crime data, but reinforce racial biases because the chosen risk factors can disproportionately impact communities of color.[footnoteRef:71] Cities in the United States are known to be populated by certain races or wealthy populations, which may impact the discriminatory effect of predictive technologies.[footnoteRef:72] Thus, the bias does not come from the algorithm itself, but from the factors that are not considered in the algorithms, such as real-life considerations.[footnoteRef:73] [67: 	.	 Lum & Isaac, supra note 52, at 16.]  [68: 	.	 Id. at 19.]  [69: 	.	 Raji & Sholademi, supra note 55.]  [70: 	.	 Id.]  [71: 	.	 ANDREW GUTHRIE FERGUSON, THE RISE OF BIG DATA POLICING: SURVEILLANCE, RACE, AND THE FUTURE OF LAW ENFORCEMENT 75 (N.Y.U. Press 2017). ]  [72: 	.	 Id.]  [73: 	.	 Id.] 

Due to the high crime rates in the United States, as compared to other countries, there are existing justifications for predictive policing algorithms, such as benefits like their ability to identify and ‘amend’ the situational characteristics of identified hotspots to diminish the occurrence of crime.[footnoteRef:74] Weisburd et. al refer to the United States’s aim to enhance community safety, arguing that the algorithms go beyond traditional policing methods to strengthen collective efficacy—residents’ willingness to act for the common good—which in turn mitigates crime through fostering social integration.[footnoteRef:75] Their research highlights that a significant proportion of crime occurs in a small percentage of locations, and although traditional hot spot policing focuses on this issue by monitoring suspected future offenders and changing the physical characteristics of hotspots, it often neglects the social dynamics of these areas (i.e., poverty).[footnoteRef:76] From this research, the authors argue that these social relationships would assist in hot spot crime detection by emphasizing proactive long-term crime reduction over reactive enforcement.[footnoteRef:77] The time needed to build these social relationships suggests that the benefits of policing hotspots will not show in the short term.[footnoteRef:78] [74: 	.	 David Weisburd, Michael Davis & Charlotte Gill, Increasing Collective Efficacy and Social Capital at Crime Hot Spots: New Crime Control Tools for Police, 15 POLICING 486, 266 (2021).]  [75: 	.	 Id.]  [76: 	.	 Id.]  [77: 	.	 Id.]  [78: 	.	 Id.] 

The use of predictive policing algorithms to encourage social interventions in crime detection may be implemented across the United States soon. The response of the community after hot spots have been identified is called “collective efficacy policing”—a practice that is currently being tested in Brooklyn Park, Minnesota.[footnoteRef:79] The Brooklyn Park police collaborate with the community to build trust and establish social relationships to encourage local ownership of crime issues.[footnoteRef:80] That is, if social considerations are implemented at the hot spot level, crime prevention would produce a wider effect.[footnoteRef:81] Weisburd et al. conclude by stating that hot spot detection methods are still crucial, but they should be combined with collective efficacy strategies as a crime reduction method. [79: 	.	 Id. at 268.]  [80: 	.	 Id.]  [81: 	.	 Id.] 

Currently, the legal regulation of AI in the United States varies by state and locality.[footnoteRef:82] Only some states have enacted specific laws regarding the use of AI that would apply to its use in law enforcement. For instance, the California Consumer Privacy Act (CCPA) is a law that mandates the use of transparent data collection and analysis.[footnoteRef:83] Under CCPA 1798.110, “government agencies” (which constitute a third party under the CCPA) must not share personal information about individuals without disclosure.[footnoteRef:84] Although CCPA does not have any mandates regarding the use of AI as a policing tool, California law enforcement agencies would have to keep its disclosure requirements in mind. Regarding any future laws on AI as a tool in policing, it is important to note that the development of any laws against the use of AI in policing will face severe constitutional scrutiny. The Fourth Amendment applies to crime prevention for its protection of citizens against “unreasonable searches and seizures;” however, its exact application to AI is still being assessed by the courts, and the Supreme Court has yet to make a definitive statement.[footnoteRef:85] Joh articulates that any Fourth Amendment may face significant challenges due to the nature of data collection and analysis in AI. That is, she states “the Fourth Amendment is primarily interested in . . . how information is acquired.”[footnoteRef:86] Since the government’s possession of AI is permissible, any further analysis or use of the information will likely fail to meet a Fourth Amendment justification.[footnoteRef:87] Despite the difficult nature of enacting laws surrounding AI, concerns regarding discrimination and bias suggest that the United States will face pressure to address such impacts in the future. [82: 	.	 Raji & Sholademi, supra note 55.]  [83: 	.	 Cal. Civ. Code § 1798.110 (2018).]  [84: 	.	 Id.]  [85: 	.	 Elizabeth E. Joh, Policing by Numbers: Big Data and the Fourth Amendment, 89, 56 WASH. L. REV. 35 (March 2014). ]  [86: 	.	 Id at 63.]  [87: 	.	 Id.] 

[bookmark: _Toc190939246]B.	China
China has also been implementing AI-powered predictive policing systems to detect and predict crime across the country. Although it is difficult to ascertain the true extent of China’s AI use, some known systems are used by police across the country. Cloudwalk is an AI company, used as a  predictive policing tool, that is used in over fifty Chinese cities and provinces and is used for various purposes: facial recognition to track individuals, analyzing purchasing history, flagging “suspicious activities” like frequent visits to weapons shops, identifying people traveling across different locations, and predicting who may commit crimes before they occur.[footnoteRef:88] This system is comparable to PredProl, which is used in the United States. However, its characterization of “suspicious activities” suggests an added element of surveillance. Cloudwalk also utilizes AI to generate crime prediction maps by analyzing historical crime data, social media, and weather to predict crime hotspots to help police allocate resources for police patrolling.[footnoteRef:89] 
	One Chinese city has recently gained attention across the world for extending the use of predictive policing algorithms. The city of Guiyang has deployed an AI surveillance system called Skynet, installing over 10,000 cameras across the city to allow police to locate and arrest suspects using real-time facial recognition.[footnoteRef:90] China is now expanding this type of surveillance capability nationwide, and there are currently 170 surveillance cameras in China.[footnoteRef:91] Officials have stated that they wish to “use this information to predict crime before it happens.”[footnoteRef:92] Despite this intention, it has yet to be confirmed whether Chinese police enforcement has used Skynet to pursue its original goal. [88: 	.	 Kristin Houser, China’s “Minority Report” Style Plans Will Use AI to Predict Who Will Commit Crimes, FUTURISM (June 25, 2017) https://futurism.com/chinas-minority-report-style-plans-will-use-ai-to-predict-who-will-commit-crimes [https://perma.cc/JWN3-DTZK].]  [89: 	.	 AI Crime Mapping: 7 Real-World Examples, CIMPHONY, https://www.cimphony.ai/insights/ai-crime-mapping-7-real-world-examples [https://perma.cc/3M9X-2FW4] (last visited Nov. 18, 2024).]  [90: 	.	 Alexandra Ma, A Chinese City Is Using Facial-Recognition Technology to Fine Jaywalkers Instantly, BUS. INSIDER (Mar. 27, 2018).]  [91: 	.	 Id.]  [92: 	.	 Id.] 

Ethical concerns highlight the lack of balance between state security and individual freedoms in the use of AI to monitor citizens in public places in China.[footnoteRef:93] However, China has maintained a harsh stance regarding accusations of human rights concerns over their use of AI as a tool for predictive policing. For example, the Global Times, a Chinese news outlet, has reported the Skynet system, and those across China, “do[] not infringe on people’s privacy and human rights, as facial information is only collected in public places.”[footnoteRef:94] On the one hand, part of this issue stems from how China’s traditional values define a person’s rights differently than those of Western countries.[footnoteRef:95] On the other hand, China has adopted a “catch-up” approach in developing AI algorithms, supporting “national champions” who develop adequate AI systems with substantial funding and collaboration with other countries.[footnoteRef:96] [93: 	.	 Id.]  [94: 	.	 Id.]  [95: 	.	 Id.]  [96: 	.	 JEFFREY DING, DECIPHERING CHINA’S AI DREAM: THE CONTEXT, COMPONENTS, CAPABILITIES, AND CONSEQUENCES OF CHINA’S STRATEGY TO LEAD THE WORLD IN AI, 4 (Future of Human. Inst., Univ. of Oxford, Mar. 2018).] 

Furthermore, there is evidence that Chinese scientists and bureaucrats disagree about AI policy, which can be seen in the different implementation plans enacted by various technology groups. For instance, the “Internet Plus” and AI Three-Year Implementation Plan designate four agencies as the leaders of advancing the AI industry in China: the NDRC, the MOST, the MIIT, and the Cyberspace Administration of China.[footnoteRef:97] In contrast, the State Council has its place, too, with the “New Generation AI Development Plan,” which calls for the establishment of an AI Plan Implementation Office under the MOST.[footnoteRef:98] While China has taken steps to implement policies surrounding AI, it is important to note the country’s stark views on human rights and privacy, which are substantially different from countries such as the United States and the European Union. [97: 	.	 Id at 14.]  [98: 	.	 Id.] 

Surprisingly, however, substantive discussions about the ethical implications of AI are emerging in China. A new book by Tencent’s Research Institutes calls for stronger awareness of AI safety issues such as “strong regulations” and “controlling spells.”[footnoteRef:99] Furthermore, the Chinese government has outlined plans for AI safety measures in the State Council’s AI plans, which affirmatively states that by 2025, China will have established AI laws and ethical regulations.[footnoteRef:100] Although no specifics were given, China predicts that it will have implemented these laws and regulations into a policy system by 2030.[footnoteRef:101] Here, the fact that AI may be the first domain in which China successfully becomes an international trendsetter is an important consideration.[footnoteRef:102] Evidence for this consideration can be seen in the case of the International Organization for Standardization / International Electrotechnical Commission (ISO/IEC) Joint Technical Committee (JTC), one of the largest international technical organizations in the world, and the fact that it held its first meeting in Beijing, appointing Wael Diab, a senior director at Huawei, as its first chair of the JTC.[footnoteRef:103] These discussions, however, also must be viewed in the context of its views, or lack thereof, of individual privacy. [99: 	.	 Id. at 5.]  [100: 	.	 Id. at 30.]  [101: 	.	 Id.]  [102: 	.	 Id at 31.]  [103: 	.	 Id.] 

[bookmark: _Toc190939247]C.	India
In the last two decades, India has emerged as a leader in AI technology development, ranking eighth among the top ten countries in the world for AI and fourth in the world in the production of scholarly Notes relating to AI.[footnoteRef:104] Several Indian states have adopted various AI-driven predictive policing systems. In January 2020, the state of Himachal Pradesh installed over 19,000 CCTV cameras (the “CCTV Surveillance Matrix) to strengthen its predictive methods.[footnoteRef:105] Uttar Pradesh, which holds about 17% of India’s population, has declared its focus on AI-based predictive policing to identify high-risk areas and prevent crimes.[footnoteRef:106] Each of the AI systems typically processes data, including historical crime, geographical information, satellite images, emergency calls, CCTV, and socioeconomic conditions, to name a few.[footnoteRef:107] The National Crime Records Bureau of India has also recently publicized India’s Automated Face Recognition System, which will be used for “criminal identification, certification, and its dissemination among various police organizations and units across the country.”[footnoteRef:108] India’s population size provides one reason why such algorithms are useful, as its high population size makes it difficult for India’s police to be able to respond to every issue its citizens raise.[footnoteRef:109] [104: 	.	 NASSCOM (National Association of Software and Service Companies), AI Patents – Driving Emergence of India as an AI Innovation Hub, https://nasscom.in/knowledge-center/publications/ai-patents-driving-emergence-india-ai-innovation-hub [https://perma.cc/SYH8-BRDD] (last visited Dec. 13, 2024).]  [105: 	.	 Ashna Ashesh, Predictive Policing in India: Deterring Crime or Discriminating Minorities?, LSE HUM. RTS. BLOG (Apr. 16, 2021).]  [106: 	.	 Indian State Adopts AI-Based Predictive Policing, PRIVACY INT’L (Jan. 10, 2023). ]  [107: 	.	 B. Shanker Jaiswal, Predictive Policing: Leveraging AI and Machine Learning for Crime Prevention, THE PROTECTOR (Dec. 13, 2024).]  [108: 	.	 Vidushi Marda & Shivangi Narayan, Data in New Delhi’s Predictive Policing System, in FAT ‘20: Proceedings of the ACM Conference on Fairness, Accountability, and Transparency, Jan. 27–30, 2020, Barcelona, Spain, at 317 (2020) (quoting Vidushi Marda, Facial Recognition is an Invasive and Inefficient Tool).]  [109: 	.	 Id.] 

This discussion will focus on New Delhi as it is India’s nation’s capital, with a population of close to 30 million people, and is one of the first cities in the country to implement predictive policing systems.[footnoteRef:110] The capital’s initiatives regarding predictive policing methods are especially notable because of its high records of female violence, providing higher scrutiny of its police interventions throughout the country.[footnoteRef:111] In 2015, New Delhi’s law enforcement announced that it would implement the use of its Crime Mapping, Analysis, and Mapping System (CMAPs), a predictive policing system, that uses emergency calls to predict crime hotspots.[footnoteRef:112] CMAPs were created in partnership with the Indian Space Research Organization to use data from India’s emergency call center and historical data from the First Information Report (FIR) stored in the Criminal Tracking Network Systems (CCTNs) of New Delhi. [footnoteRef:113] This system is also being used by the Gurugram and Kolkata Police.[footnoteRef:114] Public domain reporting has shown that CMAPs have been a successful algorithm tool for the Delhi police, with instances of its use saving lives and assisting with arrests. However, it is important to note that CMAP is the state’s first attempt to use AI in crime hotspot mapping, which means that its true effects are still unknown.[footnoteRef:115] [110: 	.	 Id. ]  [111: 	.	 Id. ]  [112: 	.	 Id.]  [113: 	.	 Id. at 318.]  [114: 	.	 Meena Rani, Impacts and Ethics of Using Artificial Intelligence (AI) by the Indian Police, 27 PUB. ADMIN. & POL’Y. 182 (2024).]  [115: 	.	 Id.] 

One concern in India is the biased performance of predictive policing systems due to their rapid development. Meena argues that such predictive policing systems in India may result in biased performance if the systems are trained with datasets consisting of certain faces, such as those of women, children, and minorities.[footnoteRef:116] Empirical evidence demonstrates that there is an imbalance of police stations throughout Delhi, and police stations tend to be concentrated in Muslim populations.[footnoteRef:117] This higher concentration directly affects predictive policing, as these areas would have more CCTV cameras, which Meena suggests may lead to over-policing and a higher likelihood of errors.[footnoteRef:118] This concern must be balanced, however, with India’s large population size and the need for the police to allocate its resources to address all crime situations. [116: 	.	 Id. at 187.]  [117: 	.	 Aditi Bopanna, India’s Tryst with Predictive Policing, VIDHI CTR. FOR LEGAL POL’Y (2020), https://vidhilegalpolicy.in/blog/indias-tryst-with-predictive-policing/ [https://perma.cc/ALT6-WT55] (last visited December 13, 2024).]  [118: 	.	 Meena, supra note 112, at 187.] 

India calls its approach to the regulation of predictive policing systems as the need for “Responsible AI.”[footnoteRef:119] This approach prioritizes ethical and legal considerations and stresses the need for transparency for those creating and using AI systems to align with the country’s societal values.[footnoteRef:120] India’s role as a leader in AI development is reflected in the country’s attempts to encourage its responsible use. For example, the Ministry of Electronics and Information Technology (MeitY) has a National Strategy for AI to outline legal and ethical considerations for AI use in the country.[footnoteRef:121] Certain institutions have put effort into developing these considerations, such as the “AI and Ethics in India” manifesto by the Centre for Internet and Society (CIS) that illustrates principles to abide by in using AI.[footnoteRef:122] [119: 	.	 Id.]  [120: 	.	 Id.]  [121: 	.	 Press Info. Bureau, Gov’t of India, Steps Taken to Promote Upskilling or Reskilling in the Field of Artificial Intelligence (July 20, 2022).]  [122: 	.	 Meena, supra note 112, at 187.] 

India’s government has also shown deference to responsible AI, publishing a policy document in February 2021 called “Principles for Responsible AI” in February 2021.[footnoteRef:123] Moreover, the government, along with academics and companies, played a role in the 2020 Responsible AI for Social Empowerment (RAISE) summit, inviting AI experts from around the world to establish frameworks for the use of AI in different sectors, including law enforcement.[footnoteRef:124] Despite these steps, Indian law enforcement has exhibited instances of bias,[footnoteRef:125] and there is still concern that these predictive policing systems will perpetuate such biases.[footnoteRef:126] [123: 	.	 NITI Aayog, “Responsible AI for All: Approach Document for India Part 1 – Principles for Responsible AI,” (2021).]  [124: 	.	 Meena, supra note 112, at 188.]  [125: 	.	 Times News Network, Palghar Lynching: 35 Cops from Kasa Police Station Transferred, TIMES OF INDIA (Apr. 29, 2020), https://timesofindia.indiatimes.com/city/thane/palghar-lynching-35-cops-from-kasa-police-station-transferred/articleshow/75436467.cms [https://perma.cc/HWB7-EHL2] (last visited Dec. 13, 2024).]  [126: 	.	 Meena, supra note 112 at 188.] 

[bookmark: _Toc190939248]D.	European Union (EU)
[bookmark: _Ref191907406]The EU is notable for subjecting its member countries to its proactive approach to regulating AI technologies. The General Protection Regulation (GDPR) provides stringent guidelines that require transparency in how data is used, stating that European citizens have the right to the protection of their own data.[footnoteRef:127] “Information privacy” refers to what U.S. lawyers consider broadly as “data protection.”[footnoteRef:128] The creation of this law stems from the fact that Europe has long acknowledged privacy explicitly as a human right.[footnoteRef:129] In contrast to the laws of the United States regarding data collection, the European’s respect of privacy goes beyond the home to include protections for “family, life, communications, reputation and privacy in the context of data processing.” Thus, the EU’s GDPR law and its application to AI must be assessed under such ethical considerations. [127: 	.	 General Data Protection Regulation, supra note 44.]  [128: 	.	 Hoofnagle et al., The European Union General Data Protection Regulation 28 INFO. & COMM’N TECH. L. 65, 69 (2019)]  [129: 	.	 Id.] 

The GDPR applies when “personal data” is processed, defining this as “any operation or set of operations which is performed on personal data or sets of personal data, whether or not automated means.”[footnoteRef:130] This broad definition means that it could be applied to all types of personal and public information. Its implications can apply whenever an organization uses data that involves an individual, regardless of whether the data is public, private, sensitive, or identifiable.[footnoteRef:131] Law enforcement agencies must demonstrate that their use of AI is necessary and appropriate, thereby preventing the abuse of surveillance technologies.[footnoteRef:132] In this way, the GDPR considers individual rights and values a certain level of transparency from agencies that implement AI technologies. [130: 	.	 Id. at 72.]  [131: 	.	 Id. at 72. ]  [132: 	.	 General Data Protection Regulation, supra note 44. ] 

Additionally, the EU has enacted an AI Act, which is a risk-based model and provides a risk-based model for how artificial intelligence is utilized.[footnoteRef:133] The Act categorizes risk into three categories: first, those that create an unacceptable risk are banned; second, high-risk applications are subject to specific legal requirements; and, third, applications that don’t fall into the first two categories are mostly left unregulated.[footnoteRef:134] By banning “unacceptable risks,” the AI Act regulates the use of algorithms that could reinforce discriminatory practices.[footnoteRef:135] This Act goes so far as to explicitly prohibit systems for predicting the occurrence or recurrence of actual or potential criminal offenses based on profiling of individuals or assessing their personality traits, characteristics, location, or past criminal behavior.[footnoteRef:136] [133: 	.	 Id.]  [134: 	.	 The EU Artificial Intelligence Act, https://artificialintelligenceact.eu [https://perma.cc/MF26-GLKX] (last visited Oct. 30, 2024).]  [135: 	.	EU Parliament Approves Landmark AI Law, FAIR TRIALS (June 14, 2023), https://www.fairtrials.org/articles/news/eu-parliament-approves-landmark-ai-law/ [https://perma.cc/PJ2T-X76F] (last visited Dec. 13, 2024).]  [136: 	.	 Id.] 

Lastly, the EU has also made efforts to address algorithmic bias in predictive policing algorithms. The EU Agency for Fundamental Rights (FRA) has announced its recommendations to combat discrimination that exists in the AI systems currently used by law enforcement.[footnoteRef:137] The FRA uses an earthquake policing model to highlight sources of bias that may lead to overpolicing and underpolicing of certain neighborhoods.[footnoteRef:138] These results suggest that training data may influence the future use of predictive policing algorithms, and increasing transparency of such assessments as a first step in combatting discriminatory practices.[footnoteRef:139] The FRA also notes that the EU should also use existing laws to ensure consistent protection against discrimination in all areas of AI usage.[footnoteRef:140] Lastly, the FRA extends its call to combat diversity by addressing language diversity in Natural Language Processing tools to mitigate bias.[footnoteRef:141] [137: 	.	 EUR. UNION AGENCY FOR FUNDAMENTAL RTS., BIAS IN ALGORITHMS: ENSURING FUNDAMENTAL RIGHTS IN THE DIGITAL AGE 8 (2022).]  [138: 	.	 Id. at 43-44.]  [139: 	.	 Id. at 11.]  [140: 	.	 Id. at 13.]  [141: 	.	 Id. at 14.] 

[bookmark: _Ref191907621]The AI Act has been recently approved, including its ban on certain high-risk AI systems used for predictive policing.[footnoteRef:142] It is the first and only act currently existing that provides a legal framework governing the use of AI.[footnoteRef:143] Internationally, the Act has made some progress; in September 2021, Brazil’s Congress passed a bill, creating a legal framework for artificial intelligence.[footnoteRef:144] The EU’s approach to monitoring AI regulation across various countries represents a significant step toward broader legal oversight, and its success in the EU may influence other countries to adopt similar measures.[footnoteRef:145] [142: 	.	 Council of the European Union, Artificial Intelligence (AI) Act: Council Gives Final Green Light to the First Worldwide Rules on AI, Press Release (May 21, 2024), https://www.consilium.europa.eu/en/press/press-releases/2024/05/21/artificial-intelligence-ai-act-council-gives-final-green-light-to-the-first-worldwide-rules-on-ai/ [https://perma.cc/7YQY-FYKH] (last visited Dec. 13, 2024).]  [143: 	.	 Id.]  [144: 	.	 Id.]  [145: 	.	Alex Krasodomski & Marjorie Buscher, The EU’s New AI Act Could Have a Global Impact, CHATHAM HOUSE (Mar. 2024), https://www.chathamhouse.org/2024/03/eus-new-ai-act-could-have-global-impact/ [https://perma.cc/LZW9-Z77W] (last visited Dec. 13, 2024).] 

[bookmark: _Toc190939249]E.	Germany
Germany is notable for its significant shift away from using predictive policing algorithms. As a member of the EU, Germany’s approach is illustrative in the context of the EU’s regulation of AI and its impact on its law enforcement agencies. On February 16. 2023, the German Federal Constitutional Court, declared the use of Palantir, a policing surveillance software, unconstitutional for its discriminatory impact, as well as on the right to informational self-determination (a German concept equivalent to privacy).[footnoteRef:146] The algorithm at issue, used in the state of Hesse, detected crime hotspots based on both crime models and socio-economic census data.[footnoteRef:147] The system then gives predictions of future crimes in the same way as other models used around the world. The immediate effects of this ruling required law enforcement in Hesse to rewrite its software provisions, while law enforcement in Hamburg had to nullify the technology it was developing.[footnoteRef:148] This landmark ruling highlights a significant instance of a country raising the implications of the use of AI for policing in a legal setting.[footnoteRef:149]
	To contextualize this court decision, it is important to understand the extent to which AI was used in policing.  The federal state of Bavaria implemented the country’s first predictive policing algorithm in 2015 to prevent and investigate criminal offenses, later adopted by Baden-Württemberg.[footnoteRef:150] The Pre Crime Observation System (PRECOBS) used only crime data to focus on professional crime preparators and provided police with daily information on home-burglaries.[footnoteRef:151] A year later, Berlin began testing KrimPro as its solution for home burglaries, which was implemented across the entire city in 2017.[footnoteRef:152] KrimPro used both crime data and infrastructure data, and internal evaluations confirmed its success in reducing the number of burglaries in the city.[footnoteRef:153] In 2017, the State Office of Criminal Investigations in Hesse released an iPhone map that used both crime data and socio-economic census data to predict home burglaries, providing updates every morning to the general public.[footnoteRef:154] Lastly, in 2015, the State Office of Criminal Investigations in North Rhine Westphalia carried out the System for Crime Analysis and Anticipation (SKALA). This project, involving major law enforcement agencies (Bonn, Cologne, Dusseldorf, Duisburg, Essen, and Gelsenkirchen) aimed to expand predictive policing capabilities for detecting home-burglaries citywide.[footnoteRef:155] Completed in 2018, SKALA is now Germany’s largest predictive policing algorithm, implemented in 16 police departments.[footnoteRef:156] [146: 	.	 Emil Dai, Germany Says No to Predictive Policing: The Rule of Law Challenges Posed by Algorithms, EMILDAI.EU (Feb. 16, 2023)]  [147: 	.	 Id. ]  [148: 	.	 Rachel More, German Police Use Software to Fight Crime Unlawful, Court Says, REUTERS (Feb. 16, 2023), https://www.reuters.com/technology/german-police-use-software-fight-crime-unlawful-court-says-2023-02-16/ [https://perma.cc/7KGZ-78PN].]  [149: 	.	 Id.]  [150: 	.	 KAI SEIDENSTICKER, FELIX BODE & FLORIAN STOFFEL, PREDICTIVE POLICING IN GERMANY 3 (2018).]  [151: 	.	 Id. at 3.]  [152: 	.	 Id.]  [153: 	.	 Id at 4.]  [154: 	.	 Id.]  [155: 	.	 Id. at 4-5.]  [156: 	.	 Id. at 5.] 

[bookmark: _Ref191907365]The development of policing algorithms is premised on the German theory called “Near Repeat-Victimisation,” which stems from law enforcement’s acknowledgment that there is an increased risk for a follow-up crime in nearby areas where a crime has originally occurred.[footnoteRef:157] This phenomenon was used as a variable in developing SKALA, using criminological and socio-scientific explanations to coordinate spatial and temporal distributions of home burglaries.[footnoteRef:158]  Amelie Spell argues that this theory supportsjustifies German law enforcement’s use of predictive policing algorithms to improve its risk assessment, and illustrates its increasing dependency on such algorithms.[footnoteRef:159]  Spell notes that works, reports, and press releases about Predictive Policing in Germany describe the need for “Verbrechensbekämpfung” (fighting crime).  Spell cites informational posts from police in Baden-Württemberg that suggest police work is just as efficient without PRECOBS software.[footnoteRef:160] Although German records suggest that the Predictive Policing software is merely an aid to “fighting crime,” Spell believes that the increased use of such algorithms makes law enforcement more reliant on its ability to analyze data.[footnoteRef:161]  Spell defines the role of risk assessment in predictive policing algorithms as the “means that the software computes results. . . based on data provided to the algorithm.”  In other words, Spell highlights how these computations allow for the detection of such hotspots would not be made without such computations, suggesting that Predictive Policing is directly linked to its ability to use data to analyze hotspots.[footnoteRef:162]. [157: 	.	 AMELIE SPELL, THE USE OF PREDICTIVE POLICING IN GERMAN LAW ENFORCEMENT: A DISCOURSE ANALYSIS 14 (2023).]  [158: 	.	 SEIDENSTICKER, BODE & STOFFEL, supra note 148 at 2.]  [159: 	.	 SPELL, supra note 155, at 14.]  [160: 	.	 Id.]  [161: 	.	 Id.]  [162: 	.	 Id.] 

Although the General Federal Court’s ruling did not completely ban AI technologies in policing, it will certainly impact how systems are integrated throughout the country.  In Hesse, police are permitted to continue using the software, but the court mandated legislation must write strict conditions for its use.[footnoteRef:163] Other states, such as Hamburg, are prohibited from even implementing such systems until comprehensive legal frameworks align with the court’s decision.[footnoteRef:164] Since Germany is part of the EU, it will be interesting to see whether this ruling affects other countries. [163: 	.	 Meghan Herbst, Germany Puts the Brakes on Palantir, WIRED (Feb. 16, 2023), https://www.wired.com/story/palantir-germany-gotham-dragnet/ [https://perma.cc/W6JU-2DEB]. ]  [164: 	.	 Id.] 

[bookmark: _Toc190939250]IV.	Comparative Analysis of Policing Philosophies
While this Note has made clear that AI technologies are increasingly being used as a predictive policing tool across the world, use in different countries is subject to varying conditions.  Each country that this Note examines has its own ethical flameworking assessing its use of predictive policing algorithms.  For example, in India, a country which lacks robust privacy laws, ethical concerns are present, such as in situations where the algorithm incorrectly identifies someone and threatens serious consequences, such as a false arrest.[footnoteRef:165]  The concern present here is whether there is anyone to blame. The existence of legal frameworks, however, noticeably varies across each country. [165: 	.	 Meena, supra note 112, at 187 (describing ethical concerns attributed to situations where the algorithm incorrectly identifies someone and makes a false arrests).] 

Without robust legal frameworks, this Note has analyzed each country’s ethical considerations against the traditional theories of policing that have existed in the country.  In the United States, predictive policing algorithms encourage collaboration between civilians and the police, while minimizing higher rates of violence that exist in comparison with other countries.  In China, the integration of AI in predictive policing reinforces the country’s surveillance tactics with little regard for privacy.  In India, ethical concerns are balanced with its need to combat widespread crime and a high population rate.
In contrast, this Note finds that the EU has taken the most proactive stance on balancing its needs to combat crime with values of transparency.[footnoteRef:166] As aforementioned, the AI Act includes the prohibition of certain AI practices deemed “high-risk,” such as real-time remote biometric identification systems in publicly accessible spaces for law enforcement purposes.[footnoteRef:167]  The strict requirements for high-risk AI systems highlight the proactive nature of theAI Act, which includes thorough testing, documentation, and human oversight.[footnoteRef:168]  The AI Act’s emphasis on transparency, accountability, and protection of fundamental rights suggests the EU’s awareness of the risks imposed by AI as it continues to be implemented into law enforcement. Additionally, the EU regulates all data, unlike the United States’ sectoral privacy regulation system.[footnoteRef:169]   Even more, the GDPR sets forth four strict rules for data processing: 1) controllers and processors must adhere to the FIPs; 2) the controller must have a legitimate ground for processing personal data; 3) the controller must have grounds for using “sensitive data”, (broadly defined under the GDPR); and 4) the control must have a lawful mechanism for moving data outside of the EU.[footnoteRef:170] Law enforcement in the EU must consider transparency in setting forth predictive policing tactics, and also abide by the very specific laws of the GDPR. [166: 	.	 See generally William Simpson, AI Regulatory Enforcement Around the World, Int'l Ass'n of Privacy Pros. (Aug. 2, 2023), https://iapp.org/news/a/ai-regulatory-enforcement-around-the-world [https://perma.cc/MS7G-NEDB] (comparing different country’s AI enforcement strategies and legislative approach.]  [167: 	.	 Id.]  [168: 	.	 Id.]  [169: 	.	 Hoofnagle et al., supra note 126, at 67. ]  [170: 	.	 Id. at 76. ] 

Importantly, The EU AI Act establishes the first comprehensive legal framework pertaining specifically to AI regulation worldwide.[footnoteRef:171]  For AI systems to be permitted, the EU Act, similarly to the GDPR, imposes rules regarding notice and transparency.  Provisions of the EU AI Act include registration in an EU database, mandating ‘fundamental rights impact assessments’ before its use in law enforcement, and making explicit efforts to increase transparency regarding the use of high-risk systems.[footnoteRef:172] These rules encourage those using AI as a predictive policing tool to monitor its potential discriminatory impacts.  China, on the other hand, exerts strong governmental control of AI technologies used in predictive policing and surveillance.  This is reflected in its centralized approach to AI regulation through the Cyberspace Administration of China (CAC) acts as the de facto enforcer of AI regulations.[footnoteRef:173] Comparing the EU with the other countries in this Note suggests how advanced its countries will be in the regulation of AI in the coming years. [171: 	.	 Krasodomski et. al,supra note143. ]  [172: 	.	 Id. ]  [173: 	.	   INTERPOL & UNICRI Release Blueprint for Responsible Use of AI By Law Enforcement, INTERPOL (Jun. 8, 2023), https://www.interpol.int/en/News-and-Events/News/2023/INTERPOL-and-UNICRI-release-blueprint-for-responsible-use-of-AI-by-law-enforcement [https://perma.cc/VJ2L-K943]. ] 

It should be noted that there has been some international collaboration to address policy issues regarding predictive policing algorithms.  INTERPOL and the United Nations Interregional Crime and Justice Research Institute (UNICRI) have released a “Toolkit for Responsible AI Innovation in Law Enforcement.”[footnoteRef:174]  This toolkit provides resources for AI risks, and   guidance on using AI in law enforcement, while also respecting human rights.[footnoteRef:175]  Although collaboration is a positive step forward, countries will likely develop their own laws and policies instead of adhering to a uniform international law. [174: 	.	 Id.]  [175: 	.	 Id.] 

[bookmark: _Toc190939251]V. The Future of AI in Predictive Policing
As predictive policing uses a data-driven approach to identify criminal patterns in specific locations, AI will be essential to the future success of these systems to identify and combat areas of high crime.[footnoteRef:176]  The EU demonstrates that it is possible to effectuate legal frameworks and policies around privacy to encourage the ethical use of AI. Moreover, predictive policing can improve the allocation of resources when attempting to lower crime risks because this aggregated data can impute where years’ worth of crime may be studied.[footnoteRef:177] Thus, as AI is further incorporated into policing throughout the world, the EU’s existing laws might serve as a model for other countries to take steps forward in protecting their citizens. [176: 	.	 Ferguson, supra note 69, at 63. ]  [177: 	.	 Id.] 

Although there are many ethical concerns about the future use of algorithms, the reality is that AI is not going anywhere.  Law enforcement should rather integrate AI, keeping in mind the concerns that have been outlined throughout this Note. In addition, police officers should educate themselves on both the benefits and concerns about AI.  Shapiro suggests that law enforcement’s transparency about the uses and benefits of AI in predictive policing, and acknowledgement of ethical concerns will improve the public’s perception about the practice.[footnoteRef:178] By informing the public of what data is being used and how it is being tracked, law enforcement may be able to prevent some misconceptions about predictive policing algorithms.[footnoteRef:179] Similarly, Mugari and Obioha suggest that police agencies adopt an Independent Review Board that assesses the implemented policing.[footnoteRef:180] They suggest that such review boards are not limited to overseeing predictive policing activities, but the use of AI in all policing.[footnoteRef:181] These concerns will not completely eliminate ethical concerns, but may be considered a first step in finding a balance between reducing crime and honoring individual rights. [178: 	.	 Shapiro, supra note 20, at 459.]  [179: 	.	 Id.]  [180: 	.	 Mugari and Obioha, supra note 1, at 11. ]  [181: 	.	 Id.] 

Similar to the issue of transparency, law enforcement agencies must address the nature of errors that exist in AI systems. Inaccurate or “dirty” data results in errors in predictive policing systems.[footnoteRef:182]   It is important to improve upon the system to minimize errors, in order to mitigate ethical concerns about the existence of biases and discrimination in the predictive policing model. . For internally developed algorithms, Mugari and Obioha suggest that departments implement policies to verify the data before   imputed (inputted) into predictive policing software.[footnoteRef:183] Externally, Mugari and Obioha call for the government to oversee the activities of law enforcement agencies that use predictive policing algorithms.[footnoteRef:184]  Although the future development of laws surrounding AI in policing systems is unknown, law enforcement agencies should consider future laws and policies regarding AI policing tools. Additionally, the use of AI as a policing tool must be confronted with a balance of individual rights and the values of society.  Perry et al. note that the basic nature of predictive policing raises concerns about civil rights.[footnoteRef:185]  Police officers must keep these concerns in mind when identifying and responding to crime hotspots that are identified by predictive policing algorithms. [182: 	.	 Id.]  [183: 	.	 Id.]  [184: 	.	 Id.]  [185: 	.	 Perry, supra note 4, at 82. ] 

Lastly, it is important to note that some of these ethical concerns may naturally be addressed with the future development of AI.  That is, currently most predictive policing systems are currently being integrated into police departments with little oversight.[footnoteRef:186]  However, companies, such as HunchLab in the United States, are creating predictive policing software that uses more sophisticated and complex Global AI.[footnoteRef:187] These developments imply that future predictive policing algorithms might be able to do more than just analyze data that is imputed, such as compare past historical data with body-camera footage in real-time.[footnoteRef:188]  These improvements improve these systems’ prediction capabilities, and also provide improvements in accuracy and trustworthiness.  However, the integration of any future developments in AI should be carefully monitored and balanced with individual rights and privacy concerns.  Before the integration of any new system, law enforcement agencies should conduct independent research to ensure that the use of such a system would be appropriate and safe.[footnoteRef:189]  If law enforcement agencies begin using systems that are made by independent companies, the agency and the company may work together to ensure that its officers are adequately trained and informed about the effects of AI systems.[footnoteRef:190]  The integration of AI with predictive policing marks a step forward in combatting crime, and this Note has shown that it has been successful thus far in reducing crime. By balancing these objectives with the general principles that each country values, law enforcement agencies will be able to facilitate the constructive use of predictive policing algorithms in the future. [186: 	.	 Shapiro, supra note 20, at 459. ]  [187: 	.	 Id.]  [188: 	.	 Id.]  [189: 	.	 Id. at 460.]  [190: 	.	 See id.] 

[bookmark: _Toc190939252]Conclusion
The use of predictive policing algorithms represents a paradigm shift in law enforcement, with the potential to enhance law enforcement and promote public safety through data-driven insights.  However, this innovation is fraught with ethical dilemmas, particularly regarding discrimination, bias, and privacy.  Comparative analysis reveals that countries like the United States and India face significant challenges with regulating bias, while China prioritizes state security at the expense of individual freedoms. Conversely, the EU has set a benchmark for ethical AI deployment through comprehensive legal frameworks, such as the GDPR and the AI Act.
As AI technologies continue to evolve, nations must follow transparent philosophies and inclusive approaches to predictive policing.  Ultimately, achieving a balance between technological innovation and ethical responsibility will determine the success and sustainability of predictive policing systems worldwide.  The EU’s model offers a promising blueprint for others to emulate, ensuring that AI serves as a tool for justice, rather than a mechanism for inequity.
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